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Abstract—In practice, most signal processing strategies for
discrimination of buried objects are clutter limited. This applies
even to discrimination of shallow sizable metallic objects, such
as unexploded ordnance (UXO), which are to be found predomi-
nantly in the top meter of soil. The environment typically features
widespread metallic clutter from detonated ordnance or other
sources. Such fragments can be numerous and are often shallower
than the objects of interest. Currently, the preeminent remote
sensing mode for buried UXO is ultrawideband electromagnetic
induction (EMI), operating over part or all of the band from some
tens of hertz up to perhaps hundreds of kilohertz. Particularly
because EMI fields fall off sharply with range, signals from
shallow clutter may be relatively strong and can easily obscure
essential scatterer signatures. To treat this, a rational theory of
EMI scattering from widespread metallic clutter is formulated
and tested. For dense, well-distributed clutter, analytical rules
are derived for dependence of signal strength on sensor elevation,
under various fundamental excitation types. For more erratic,
sparse clutter distributions, signal statistics from Monte Carlo
simulations show patterns like those from the analytical rules.
The dependence of clutter signal magnitude on antenna elevation
is determined for both thin surface layers and for volume layers
of widespread small items, and for both dense and sparse clutter
distributions. These are contrasted with the patterns expected
from single, larger, discrete objects of interest, and the contrast is
exploited in discrimination exercises for the screening problem.
For sparse clutter distributions, results from inversion processing
formulations that account for the patterns of clutter statistics are
compared to simple least squares treatments.

Index Terms—Clutter, electromagnetic induction (EMI), sub-
surface, unexploded ordnance (UXO).

I. INTRODUCTION

UNEXPLODED ordance (UXO) cleanup is currently
a widespread and extremely expensive environmental

problem. In practice, clutter dominates the problem and con-
tributes to unacceptably high false-alarm rates. Objects of
interest (“targets”) may be missed when clutter screens the
object sought or distorts essential signatures. Thus, decision
thresholds must be set high, since it is urgent to find as many
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UXO as possible, ideally all. The result of this is that most UXO
cleanup resources are consumed by excavation of innocuous
metallic items. Perhaps the most promising subsurface sensing
technology for UXO discrimination is broadband electromag-
netic induction (EMI), e.g., [1]–[4]. This technology operates
in the band between a few hertz and some hundreds of kilohertz
where electromagnetic phenomena are magneto-quasi-static,
consisting of diffusion fields and not waves. Transmitted (“pri-
mary”) magnetic fields that impinge upon metallic scatterers
are able to penetrate them, at least to some degree. The primary
fields elicit magnetic dipole type responses via induced current
loops or induced magnetization of constituent materials. The
resulting scattered or “secondary” fields depend thus on ma-
terial types as well as geometry and disposition of the object.
Shallow subsurface remote sensing in this band has the ad-
vantage that the soil is typically transparent to the transmitted
and scattered fields. A burgeoning of investigation, analysis,
and testing has accompanied the latest generations in EMI
sensors [5]–[12]. While some of the approaches are statistical,
virtually all inversion and classification processing is based on
the assumption of relatively simple models for both the target
and its environment.

Here we pursue explicitly the signal behavior of a clutter en-
vironment consisting of widespread small metallic fragments.
“Small” simply means that each clutter item has dimensions
significantly less than that of the overall problem geometry, in-
cluding antenna height, depths of interest, and scatterers of real
interest, e.g., a UXO. “Widespread” means that a number of
clutter items appear within the sensor’s field of view at any time,
and the clutter is distributed over the entire domain surveyed,
though possibly only at a discrete depth. The clutter distribu-
tions are further divided into the classes of dense distributions or
well-distributed assemblages, on the one hand, and sparse dis-
tributions on the other. In the former case, the items are small
and widespread enough so that we assume that any surface or
volume subregion contains a statistically representative collec-
tion of them. Sparse distributions produce more erratic signals,
and for them we focus on the statistics of response, drawing par-
allels to behavior of the well-distributed case.

Fig. 1 illustrates dense distributions, showing manually ran-
domized arrangements of spheres and small cylinders. A par-
ticular model of the GEM-3 ultrawideband (UWB) EMI sensor
head [1] is shown with the sphere distribution. This instrument
was used for all measurements reported here. It operates be-
tween about 30 Hz and 50 kHz, consisting of concentric trans-
mission and receiver coils all in the plane of the head. The
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Fig. 1. (Top) Forty-centimeter-diameter GEM-3 sensor head above a
manually randomized dense surface distribution of steel spheres. (Bottom)
Similarly randomized dense distribution of short aluminum cylinders spread
across about a 1.2-m square area.

electric currents in the two outer transmitting coils circulate
in opposite directions. This produces a nonzero primary mag-
netic field at some distance from the head. At the same
time, the two fields are scaled so that they approximately cancel
one another in the central cavity of the sensor head. The re-
ceiver coil surrounds this cavity and therefore responds predom-
inantly to the scattered fields originating outside the sensor. The
sensor responses are retained in the form of two components,
one in-phase with the transmitted field (“real” component) and
the other in-phase quadrature with the primary field (“imagi-
nary” component). Given knowledge of the sensor coil geom-
etry and currents, the primary field from this device is readily
calculated. Fig. 2 shows an example sparse clutter distribution,
consisting of more diverse, widely scattered items. Referring to
the marked points at 10-cm separation, one sees that the ob-
ject separation is some significant fraction of the sensor head
diameter.

The question arises: should we expect a cloud of small clutter
items to produce a strong enough signal to matter, relative to that
from a much more massive object of interest? Other things being
equal, small items will produce much smaller EMI responses.
A quite approximate but still useful rule of thumb is that, at
least from some reasonable range, compact objects with compa-
rable composition subject to the same excitation will produce re-

Fig. 2. Sparse distribution of clutter items, some collected from firing ranges,
relative to 10-cm spacing of grid marks.

sponses in proportion to their volume. By this standard, an item
with, say, one-tenth the diameter of another would only produce

as strong a response. Nevertheless, clouds of small items
can still pose problems because 1) there may be many, pos-
sibly very many small items, the extreme being nearly invisible
but densely distributed microfragmentation; and 2) clutter items
may be near the surface, much closer to the sensor. EMI sensors
for close interrogation, i.e., discrimination, typically transmit
from wire loops that we may approximate as magnetic dipoles.
The transmitted signal decays as , where R is the distance
to a scatterer. Similarly, the impinging primary field induces a
dipole type response in the scatterer, and its reradiated field also
decays as as it returns to the sensor. (We assume here and
in what follows that the transmitter and receiver are colocated).
Altogether, this produces the commonly used EMI signal
decay rule of thumb for dipole type sensors and scatterers. This
rule implies that a near-surface object one-tenth as far from the
sensor as a deeper object will produce one million times the
signal magnitude, other things being equal. Thus, a distribu-
tion of small clutter items near the surface may obscure a larger,
deeper item of interest, even though the inherent response of
each clutter item is very much smaller.

The tasks here are to produce an analytical rendering of the
physics and phenomenology of EMI scattering by widely dis-
persed small items, and then to implement those results in a
measurement and processing framework. Particular attention is
paid to the spatial dependence of frequency response for dif-
ferent clutter and scatterer configurations. That is, drawing upon
both frequency and positional variation produces a beneficial
expansion of data diversity. Specific patterns and statistics in
the linkage between spatial and frequency responses are ex-
ploited to help infer the presence of a UXO-sized object amidst
clutter. The first section below presents relevant formulations
and analytical relations. Basic EMI scattering behavior specific
to widely dispersed, well-distributed small items is deduced for
defined scenarios and assumptions. The role of clutter orienta-
tion distributions is analyzed, and specific power laws are de-
rived for the dependence of clutter signals on antenna elevation.
Scatterer discrimination processing formulations are brought
to bear that include statistical parameters derived from clutter
data, for sparse clutter distributions. The next subsection shows
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Fig. 3. Sensor resides at the origin, above the ground surface. A clutter layer
extends from Z = h to Z = d.

tests of the theory against measurements, followed by a section
with applications. The latter includes identification of signal pat-
terns from layers of finite thickness; possible routes through the
screening problem; the behavior of clutter statistics from sparse
distributions as the sensor elevation changes; and evaluation of
processing that exploits these clutter statistics patterns, relative
to simple least squares treatments.

II. FORMULATIONS AND ANALYTICAL RELATIONS

A. Overall Scenario, Assumptions, and Basic Relations

Assume that an EMI sensor resides at the origin of an ( )
coordinate system, with positive downward, into the ground
(Fig. 3). A clutter layer begins at , which may or may not
coincide with the surface of the ground. As noted above, because
currents in the metallic scatterers are approximately nine orders
of magnitude greater than those in the soil and only a small
volume of soil is typically illuminated in any case, we may as-
sume that the scatterers dominate the received fields. Similarly,
the currents in the transmitter are very much greater than any
that can be induced in the ground. Altogether then, we assume
that the ground itself is effectively transparent to the sensor, pro-
ducing neither significant scattered fields nor significant alter-
ation of primary field.

In terms of its scattering behavior, when each small metallic
clutter object is subjected to the primary (transmitted) magnetic
field ( ), it behaves like an anisotropic magnetic dipole
with induced magnetic dipole moment ( ). For the th
object located at with magnetic polarizability matrix ( )

(1)

where is the total excitation field acting on the th object.
The scattered magnetic field from the th object measured
at the sensor location (here, the origin) is [13]

(2)

where

(3)

Most EMI sensors transmit from horizontal loop antennas. A
cylindrical coordinate system is often most suitable for
expressing the primary field; and a magnetic dipole is a good
representative source for testing basic sensitivities, when the
sensor loop is small relative to the scale of observation. For use
in the expressions below, in cylindrical coordinates the primary
field transmitted by an infinitesimal dipole antenna is

(4)

where is the distance from the location of the
dipole and is a constant ( ). For some very large loop
transmitters, as are now being considered for EMI sensing of
UXO [3], the primary field is uniform at the scale of the geom-
etry in Fig. 3 and only is present.

In some examples pursued by Braunisch et al. [14], EMI cou-
pling between members of an array of spherical scatterers is
shown to have a negligible effect on the scattered field. Overall,
for a small spherical particle , where is the iden-
tity matrix and by convention is expressed in the frequency
domain as , where is the square root of . The
normalized, frequency dependent real (in-phase) and imaginary
(phase quadrature) parts of the impulse response are expressed
by the real valued functions and , respectively, and

. The overall, frequency-independent magnitude
of the polarizability enters through , which for a sphere is ,
where is the radius. Insertion of this information into the re-
lations above means that the scattered field from an individual
particle falls off as . While the magnitude of the scat-
tered field is on the particle surface , it de-
clines by about an order of magnitude at a distance of one radius
from the surface , and by about two orders of magni-
tude at one diameter from the surface . Based on these
considerations, coupling between the clutter items is normally
a secondary or negligible effect.

In an exception to this, some recent work has shown signif-
icant interaction effects when magnetically permeable objects
are separated by distances smaller than their characteristic di-
mensions [15], [16]. In this case

(5)

where is the distance between the th and th particles and
the summation term represents the action of surrounding par-
ticles on the th object [14]. If the primary field is uniform
and fixed, then all factors in (5) remain fixed as the observa-
tion distance (sensor’s ) increases. The concomitant decline in
the measured response will depend on only through as it
appears explicitly in (2), for each th particle. For a dipole an-
tenna, the spatially nonuniform excitation field on the th object
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and its neighbors declines as increases. However, the discus-
sion above reveals that the th object will only be influenced
by its very nearest neighbors. Thus, the distance of the sensor
from the cluster consisting of particle and its nearest neighbors
is . Both the direct excitation of the th object through

and its indirect excitation by the action of on its
neighbors will be essentially the same function of . Other-
wise put, because the arrangement of the particles remains fixed
as the antenna recedes, both the strength of their direct stimula-
tion and of their interaction will fade by the same factor. That is,
as the particle always responds in the same way in connection
with its neighbors, its effective polarizability becomes some ,
slightly altered from the value that applies to it in isolation.
Particularly because the details of the clutter items are typically
unknown, we are concerned here primarily with patterns of re-
sponse from the clutter, e.g., pattern of dependency, and not
on prediction of precise magnitudes at some particular observa-
tion point. It is not important whether we are dealing with
or . For our purposes, then, we may generally proceed as if
coupling were insignificant, i.e., as if in (2) were simply

, noting that any (rare) effect of coupling is in principle
accounted for by adjustments of the effective values within .
None of this alters the general response patterns in which we are
interested.

Subject to these understandings, the response to from
many widely distributed clutter particles can be written as

(6)

where is now the vector between each dV and the observa-
tion point (origin), and the density function specifies the
spatial distribution of the clutter particles as a function of depth.
The following two general kinds of clutter distributions will be
distinguished for treatment here.

1) Well-distributed, dense clutter, in which is assumed
(statistically) uniform in any horizontal plane, and every
dV contains a large sample of particles. is construed
as a continuous function of , though its value may be a
random variable, e.g., containing particle orientation dis-
tributions. The only (potentially) random variable is .

2) Sparse distributions, in which for most and
may otherwise be regarded as a delta function at some
finite collection of points. Particle positions as well as
their characteristics may be random variables.

The second case will be treated separately below via Monte
Carlo simulations. In the analytical formulation we concentrate
on the first case, considering two particle density distributions
explicitly

volume layer

surface layer (7)

where and are the number of scatterers per unit volume or
per unit surface area, respectively. Note that the statistical prop-
erties of are not a function of beyond what is specified in the
density distribution . Combinations of statistically different
classes of clutter items may still be treated by superposition.

Fig. 4. Local scatterer axes (x ; y ; z ) and associated rotation angles, in
relation to the global system.

One can formulate a volumetric that converges to the one
above for a surface layer in effect by constructing a form that
produces limitless particle density as the layer thickness goes to
zero. While this unifies the treatment mathematically, we have
opted here to retain expressions in which the forms of the distri-
butions and the particle density parameter remain separate, and
different density measures (per unit volume, per unit area) apply
over the domains with different dimensions.

B. Orientation Distributions

Under the conditions and assumptions outlined in the pre-
vious section, we proceed with expressed as a diagonal
eigenvalue matrix, diag . This implies a view
aligned with the particles’ principal scattering axes, which for
simple shapes coincides with principal geometrical axes. This
suffices for our purposes here, in that random combinations
of different will produce resultant dipole moments in arbi-
trary directions. As representative anisotropic objects, we will
only consider bodies of revolution (BOR). The two transverse
eigenvalues and are equal, denoted hereafter , and
equals the polarizability along the principal axis (“axial”
polarizability). The orientation of each scatterer is expressed
relative to a local coordinate system with origin at
the centroid of the clutter item, where the axis is aligned with
the global axis and is aligned with the global cylindrical
axis (Fig. 4). The axis of the scatterer points in some direction

, the orientation of which is expressed in terms of local polar
and azimuthal angles and their associated unit basis vectors,
and .

In terms of these quantities

(8)

where local and global coordinate directions are linked by

(9)
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TABLE I

so that

(10)

To preserve sign consistency between the local coordinates and
the global sign of , we consider that

. This describes every possible scatterer orientation, given the
symmetries of the BOR particles.

In general, the clutter items are randomly oriented according
to some distribution . Denoting the
average of a function as

(11)

one obtains the average or resultant from (6) and the rela-
tions above simply as

(12)

In typical field practice only is measured, for which the re-
lations above produce

(13)

where

(14)

(15)

Illustrative examples of and are

omnidirectional (uniform) over polar angle
vertical

horizontal
(16)

and

uniform over azimuthal angle
radial
unidirectional

(17)

Execution of the averaging operations in (13) based on (16) and
(17) produces Table I.

C. Effect of Sensor Elevation

All the results in Table I above imply the solution for spherical
clutter particles, for which

(18)

As pursued more specifically below, the different orientation
distributions for anisotropic clutter items, as expressed through
(13), simply weight the participation of and differ-
ently relative to the expressions in (18). In particular, in each
case the dependence of the terms on the right in (13) and (18)
will be the same; therefore we will study the consequences of
the latter, simpler equation explicitly.

To carry out the integrations in (18) note that, over each hor-
izontal surface , is constant, , and

, where , and . Thus, the
integration over S becomes an integration over and . If the
primary fields from our loop antennas are axisymmetric, then
all the values of and are constant over the integration with
respect to except in the case of the unidirectional horizontal
layer. However the latter integrates over to produce the same
result as for the omnidirectional horizontal layer, for which
and are constant with respect to . This all emphasizes
what is apparent if one considers the implications of (12) di-
rectly: Clutter orientation distributions that are independent of
position simply imply how much the different axes of the scat-
terers interact with each primary field component. This in turn
will affect the overall magnitude of response as well as the mag-
nitude of response due to scatterers at any given position, as the
sensor is raised or lowered so that and and their rela-
tions change. However, even for nonuniform primary fields, the
orientation distributions do not affect the dependency of
on sensor elevation, beyond a scaling factor. Thus, we will in-
vestigate the basic sensitivities of to using (18), in terms
of , with the understanding the results may simply be scaled
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uniformly for anisotropic clutter items and averages over their
orientation distributions.

Analytically, we consider below two specific types of excita-
tion, namely a uniform primary field

and a magnetic dipole excitation field (4). In practice, a small
number of infinitesimal magnetic dipoles is often a good funda-
mental representation of the kinds of sources in existing instru-
mentation, provided the scatterers are a sufficient distance away
(see measurement tests below). For a uniform primary field (18)
becomes

(19)

(20)

Thus, when subjected to a uniform primary field, a distribution
of particles that is perfectly uniform statistically will produce
null response in a localized receiver. This is true for both of
the distributions in (3); that is, it is the zero value of the
integration with respect to at each Z value, that nullifies the
entire integration.

This suggests that a very large excitation loop, as required for
a uniform primary field, will minimize the response of wide-
spread clutter relative to an object of interest, as long as the
clutter is well distributed at least over the footprint of the re-
ceiver. It also suggests the main limitation of this result. Namely,
the clutter may not be sufficiently uniform in its horizontal dis-
tribution for this result to hold, i.e., the integration with respect
to for any actual realization may produce some nonzero value,
say . Then we obtain

surface layer (21)

volume layer (22)

Thus when the clutter is spread entirely over a surface, any ef-
fect on the received signal will decline only in inverse propor-
tion to the height of the antenna. When the clutter is spread over
a volume layer, the signal will be inversely proportional to the
log of antenna height, scaled by the depth to which the clutter
is found. As indicated above, (22) does not converge to (21) as

only because, in the former, we assume that the scat-
terers are volumetrically distributed with per unit volume,
so that a layer of zero thickness contains zero scatterers. Con-
vergence between the two forms can be achieved by adjusting

as thinner layers are treated, so that a finite mass of particles
is always present. In any case, as we demonstrate below using
these expressions, the pattern of the scattering behavior from the
volume layer does indeed tend toward that of an infinitesimally
thin layer as . Note that the signal from the volume layer
declines as the antenna is raised because, while both and
increase, . Relative to all other cases to be considered,
this decline is very slow.

When the primary field can be approximated by that emitted
by an infinitesimal magnetic dipole then, with the various geo-

metrical relations above, all integrations can be carried out by
elementary methods, yielding

(23)

so that

surface layer

volume layer (24)

In these cases, as the sensor is elevated, the signal received from
the clutter declines much more rapidly than for the uniform pri-
mary field, as does the signal from a larger object of interest. For
the infinite halfspace, , note that the volume layer re-
sponse has the same dependency as the analytical solution
for a halfspace consisting of a continuous permeable medium
[17].

Specialized for the primary field produced by a real sensor,
the relations above will be tested against data from manual ran-
domizations of the dense, relatively well-distributed clutter in
Fig. 1. These same clutter distributions will then be used to eval-
uate strategies for dealing with the screening problem.

D. Including Clutter Signal Statistics in Inversion for
Sparse Distributions

The items in Fig. 2 provide a reasonably realistic representa-
tion of sparse near-surface clutter that might obscure or screen
the response of a deeper, larger object of interest. In lab tests,
measurements over grids of points on horizontal planes pro-
duced the sampling from which response statistics were derived.
These show that such sparse, diverse clutter fails to provide rec-
ognizable statistical distributions of response that would permit
continuous mathematical expression. Nevertheless, a mean
and standard deviation of the data can always be obtained.
As a heuristic approach, we will perform discrimination pro-
cessing of signals contaminated by this clutter using formula-
tions that include statistical parameters. Approaches based on
ideal statistical distributions have been used elsewhere in UXO
discrimination exercises, with encouraging results [18]–[20].
Our data (and that in most of the nominally statistical treat-
ments in the literature) do in fact not meet rigorous precondi-
tions of the underlying theory. Here we simply refer to formula-
tions based on ideal statistical theory for potentially useful guid-
ance on weighting, centering (penalizing), and regularization
of the least squares optimization. Results from our statistically
weighted least squares (SWLS) approach [25] are compared
with the discrimination performance obtained using simple least
squares (SLS) processing. The latter contains no regularization
or penalty functions, and no (i.e., unitary) weighting of sum of
squares.

In terms of our data here, the SLS calculations pro-
ceed simply by minimizing the objective function

over the total number of observation
points and frequencies ( and , respectively).
is the modeled (measured) magnetic field response in the
direction, at a particular frequency and observation position
(i.e., ), for any particular (assumed) set of the scat-
terer’s parameters. Assuming that we are seeking some object
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parameters and , the SWLS approach entails minimizing the
objective function

(25)

where the appropriate ( dependent) clutter mean has been sub-
tracted from . This is discussed further below. The diagonal
matrix of weights in the summation consists of for
each th data point. Assuming that we are seeking two parame-
ters and , the last two terms are penalty functions that serve
to drive the optimization toward a region of reasonable values.
If some prior knowledge of target statistics is available,
and may be means and standard deviations, respectively,
inherent in manufacture processes or environmental influences
on the objects sought. In the examples pursued here, the
simply imply that we know what class of objects we are looking
for, for which certain regions of search are sensible, and the
weight of the penalty terms relative to the summation term is
controlled by .

If the true probabilities for each of the object’s dimensions
and were ideal Gaussian distributions and at the same time the
distributions for were as well, and if further the correlation
between data samples were negligible, then minimizing
would constitute a Bayesian approach. However, none of these
assumptions is even remotely accurate. For this reason we deem
the formulation of “Bayesian inspired,” but only in the sense
that we look toward the ideal statistical for guidance in selecting
potentially beneficial , and . At root, each
variant of our formulation is based on least squares, admitting
essentially arbitrary selection of the parameters depending on
ulterior considerations, sometimes at variance with the choices
implied by the ideal Bayesian forms. For example, if values of
signal deviation are essentially flat across all frequencies and
measurement points, then using for each th diagonal el-
ement in may be sensible: It serves to deemphasize weaker
signals. However, in other instances may be proportional
to the magnitude of the th data point. Applying in
then tends to weight both strong and weak data equally, which
may well be inappropriate. Further, in practice we are very un-
likely to be able to obtain rigorous values for each frequency
and measurement position. In the examples here, each value
was estimated based on signal variability over an ensemble of
positions at a each sensor elevation, i.e., . Thus, the
data were segmented for statistical estimation purposes, based
on expectations borne of the theory developed above. In other
instances we find it beneficial or essential to add a “noise floor”
to , the value of which may be unrelated to true noise levels.
All these observations are only intended to emphasize that the
formulation in (25) is fundamentally a least squares approach,
with parameter selection inspired by, but by no means truly de-
rived from ideal statistical theory.

III. TESTS AGAINST MEASUREMENTS

To test the applicability of (18), measurements were made
over the two dense surface clutter distributions in Fig. 1 using
the GEM-3 sensor. No attempt was made to estimate magnetic
polarizability or particle densities, or , in part because the

Fig. 5. GEM-3 quadrature response versus frequency, for different sensor
elevations over the clutter layer in Fig. 1, top.

Fig. 6. Markers: GEM-3 response magnitude versus antenna height above a
dense surface distribution of randomly dispersed small pellets (30 Hz) and of
the steel spheres (11 kHz) and the AL cylinders in Fig. 1 (930 Hz). The dashed
line shows the response pattern predicted by a two-dipole idealization of the
GEM-3, and the solid line indicates results for a detailed numerical modeling
of the instrument’s primary field.

correspondence of sensor output units to actual values is un-
known. Rather, patterns were compared by subjecting the the-
oretical and experimental curves to the normalization produced
by matching them at a single point (usually the strongest). Sim-
ilarly, comparisons to data can be carried out using any con-
venient single frequency. Fig. 5 illustrates sequences of mea-
surements at different heights over the clutter layer in Fig. 1
(top). Except for a small amount of low-amplitude, high-fre-
quency drift, the same relative signal magnitudes between dif-
ferent heights apply at all frequencies across the band.

Fig. 6, shows results pertaining to the frequency of the
quadrature (Q) peak for the short aluminum cylinders and
to the indicated frequencies for the other clutter layers. The
numerical result is obtained from (18) by simple quadrature,
using numerical expressions for the GEM-3 primary field based
on the Biot–Savart law [13]. The analytical result (straight
dashed line) is obtained when the GEM-3 is modeled using (24)
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Fig. 7. Calculated GEM-3 responses R from well-distributed clutter in layers
of various thicknesses t, compared to a line with log-log slope of �3 for R �
1=h and of �4 for R � 1=h .

for two oppositely directed infinitesimal dipoles, representing
the two mutually opposed, finite transmitter loops. This dipole
representation of the GEM-3 is simple to apply and is rea-
sonably accurate, on this log-log scale, for antenna elevations
above about 20 or 30 cm. In general, the GEM-3 field can be
represented arbitrarily accurately and very efficiently with a
collection of dipoles or fictitious magnetic charges, usually
modest in number [21], [22]. Particularly for calculating values
of scalar potential, as opposed to magnetic field, the dipole
formulations are much faster than the Biot-Savart integrations.
This is significant for inversion processing. No explicit mea-
sures were taken to include orientation distribution effects for
the AL cylinders; rather, as discussed above, that is accom-
plished by the normalization. The curve for the calculated
GEM-3 response was not used for elevations less than 10 cm,
because the primary field is highly nonuniform in that region
and the numerical model of the antenna is not accurate there.
The evident good agreement between theory and measurement
validates the formulation leading to (18). The implication of
these results is that, knowing the spatial distribution of clutter
statistics, one can represent faithfully the patterns of EMI
response produced by clouds of clutter.

IV. APPLICATIONS

A. Layers of Finite Thickness

Equation (24) indicates that a dipole sensor signal from a half
space of well-distributed clutter will decay as . Fig. 7
shows computed responses from the GEM-3 for layers of dif-
ferent finite thicknesses that are otherwise identical .
The primary field values are obtained numerically and in all
cases are normalized by the same factor. Thus, the normaliza-
tion does not alter the relative magnitudes of responses to be
expected from different layers. The 40-cm width of the sensor
head provides some degree of spatial scale. Overall, increase in
layer thickness by a factor of 8 increases the response by about
a factor of 3. With repeated doubling of , the curves clearly con-
verge on a limiting behavior, paralleling the line in the
midrange values of . The curves for smaller values of shift to

Fig. 8. Setup for analysis of SCR versus sensor height.

Fig. 9. Received signals from surface and halfspace clutter layers and from a
discrete object at indicated depths below ground surface, as a function of antenna
height h, when the transmitter is a magnetic dipole.

a steeper slope at higher values of , moving in the direction of
the relation that applies to an infinitely thin (“surface”)
layer. That is, from greater height the thinner layers appear more
like surface distributions than the thicker ones. Overall, for the
higher values of for which we expect dipole-like sensor be-
havior, the pattern for the 40-cm layer resembles that of a half
space, the 5- and 10-cm layer patterns tend toward that for a sur-
face distribution, with the 20-cm result in between.

B. Screening Problem

To explore the effects on object visibility relative to smaller
clutter, consider the setup shown in Fig. 8 with a dipole antenna.
The object is assumed to respond as a point scatterer with signal
decaying as while surface and volume layers of well-dis-
tributed clutter obey the power laws (24) above. Fig. 9 shows
signal strengths from both clutter and object, separately, when
all responses are normalized so that they are the same at the ini-
tial antenna height (0.1 m). As the antenna is raised from 0.1
to 1 m, the various clutter layer signals decline between about
three and four orders of magnitude. How the scatterer’s signal
behaves relative to this is completely dependent on its depth.
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The signal from the shallowest object fades at about the same
rate as the surface layer signal. Signals from the intermediate
depth object fades in much the same way as the volume layer.
However, the most important observation is that the signal from
the object at intermediate depth fades much less rapidly than
that from the surface layer, and the deepest object’s signal fades
much less rapidly than that from either of the clutter distribu-
tions. While the power law for the scatterer is more se-
vere than the relations for the clutter or ), the smaller
change in relative to its initial value more than compensates,
at least initially.

These observations can be generalized using the analytical
expressions above. The depth of the object below the surface is
expressed as where is the initial elevation of the
sensor above the ground surface. As the antenna is raised, the
signal from the object declines according to

(26)

where is 3 for the uniform primary field, and is
6 for the dipole primary field.

The clutter signal declines as the antenna is raised ac-
cording to

(27)

where mc is 1 for the uniform primary field and a surface layer
of clutter; is 3 for the half space of clutter below a dipole primary
field; and is 4 for the surface layer of clutter with dipole primary
field. Thus, the relative change in signal-to-clutter ratio (SCR)
will be given by

SCR
SCR

(28)

As increases, at some point the expression in brackets will
cease to change significantly and the SCR will only decline in-
definitely with further elevation of the sensor, in proportion to

. However, for the relevant range of about
, gains in SCR are often seen. Fig. 10 shows how the SCR

changes for different relative object depths n. For a uniform pri-
mary field, little is accomplished by raising the antenna. For the
dipole primary field, elevation helps, more so for deeper objects.
Note that there will be a maximum benefit at intermediate
values for all but the shallowest object depths.

Of course, a real scatterer, sizable compared to the problem
dimensions, will not behave as an ideal infinitesimal dipole at
a discrete depth. To pursue this and to support the conclusions
above, GEM-3 measurements were made with the antenna
above the surface clutter layer in Fig. 1 (top). An 18-in long
and 3-in diameter steel cylinder was oriented vertically and
placed below the surface. Fig. 11 shows the independently
normalized quadrature components of the steel spheres and
also of the large steel cylinder, when each is alone. This is
encouraging from the viewpoint of discrimination in that they
show completely contrasting trends, with that for the cylinder
falling monotonically with frequency, and that for the spheres
generally rising into the higher frequencies. Fig. 12 shows
the component magnitude measured with the steel cylinder
beneath the clutter surface, for different sensor heights above

Fig. 10. SCR relative to its value at the initial height h , as a function of h=h .

the surface. The figure shows a distinct progression as the
antenna is raised. At the lowest elevation , the curve
does not resemble the pattern for either target very closely, but
is generally more similar to that for the surface clutter, which
is proportionally much closer to the antenna. At the maximum
height the mix of signals has changed. In particular, as the
antenna is raised the cylinder achieves stronger participation,
strengthening the lower frequency portion of the curve. Thus,
despite the complexity of the GEM-3 primary field and the fact
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Fig. 11. Semilog plots of independently normalized quadrature components
Q, measured with the GEM-3, for the surface layer of steel spheres and for the
vertical large steel cylinder, each alone.

Fig. 12. Log-log plots of quadrature response from randomized surface layer
of steel spheres with the large vertical steel cylinder beneath, for successive
antenna heights above the surface between h � 18:3 cm and h � 33:5 cm.

that the cylinder extends over a large depth range, one sees
the kinds of effects predicted on the basis of (28). Raising the
antenna has produced a partial segregation of the signals from
the two scatterer classes, into different regions of the spectrum.

It is important to note that Fig. 12 contains results that have
all been normalized relative to a single reference value, then dis-
played relative to a log scale in the vertical axis. This is used
to emphasize the principal caveat attached to any strategies in
which one raises a dipole type antenna, namely, the drop in ab-
solute signal magnitude. Raising the antenna very much will
reduce signals to background values, limiting the range of ap-
plicability of this approach. In Fig. 12, clutter and target sig-
nals decline about one to two orders of magnitude. As indicated
in Fig. 6, raising the antenna some tens of centimeters beyond

Fig. 13. Simulations of response versus height from randomized 4-m
surface layers of anisotropic clutter items beneath a dipole source, with
N = 100; N = 20; hNci = 26 and StdDevfN g = 3:7, showing
(dashed) envelope of one standard deviation about hjH ji.

the maximum height for the data shown in Fig. 12, but still less
than 1 m, would likely reduce signals to the level of background
noise.

C. Behavior of Signal Statistics Versus Sensor Elevation for
Sparse Distributions

All the cases considered above involved well-distributed
clutter. That is, the density of the clutter and similarity of the
individual scatterers was such that essentially every horizontal
sensor position received about the same response. Otherwise
put: each contributing subdomain of cluttered surface could be
assumed to produce a fairly close approximation of the average
behavior, and variance of the received signal across observation
points is small. Now we investigate what is probably a more
realistic scenario, namely one in which the clutter items are
more various in themselves and are more sparsely distributed.
Monte Carlo simulations determine the statistics of response
from classes of clutter layers consisting of particles assumed to
respond as triaxial point dipoles. A random number generator
produces both the positions of the particles as well as their
principal polarizabilities . For the polarizabilities, a flat distri-
bution of magnitudes between 0 and 1 is applied. For the clutter
items, particles are spread over 4 m and distributions
are rejected with fewer than particles within the central
square meter, i.e., within the area directly under the observation
point. Constrained by , this process produces some
number of particles in the central square meter, differing
from the ensemble average by StdDev . The program
runs 1000 cases for each sensor height and records the statistics
of the received field, for both dipole and uniform primary fields.
Fig. 13 shows the results for the dipole primary field, where
the solid line is the ensemble average of scattered , and the
dashed lines indicate one standard deviation above and below
the average. As in measurements over the clutter in Fig. 2,
shown in a section below, at the lowest antenna position the
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Fig. 14. Percent StdDev of jH j is approximately proportional to 1=h.

Fig. 15. Average jH j for sparse distributions under a uniform primary field,
with N = 150; N = 30; hN i = 37 and StdDev N = 8.

standard deviation is on the order of 100% of the value of the
average. Observations for smaller show that the deviation
increases markedly.

Reassuringly, the height dependence of adheres rea-
sonably closely to the rule. Perhaps most notable for sta-
tistical processing is the relation between StdDev and

, as a function of (Fig. 14). The standard deviation de-
clines more rapidly with than , in particular StdDev

. A uniform over the same test ensemble
produces comparatively little change in as increases
(Fig. 15). This is in line with the results derived analytically for
the dense, well-distributed layers, i.e., (19)–(22). Those results
indicate that any nonzero value should merely be the residue of
imperfect cancellation during the averaging over a finite popula-
tion, as opposed to a systematically finite value, and on average

Fig. 16. StdDevfjH ji for the same case as in Fig. 15, but for both dipole
source and uniform primary field.

it should decline quite slowly with (i.e., ). The StdDev
for the uniform case also shows commensurately

less change with antenna elevation. As in the dipole case, the
standard deviation declines an order of magnitude more rapidly
than does , i.e., roughly proportional to for the
uniform primary field as opposed to for the dipole
source (Fig. 16).

The preceding addresses the question of how responses for
individual realizations ( positions on the landscape) compare
statistically to the ensemble (field) average. Alternatively, and
perhaps more relevant to survey practice, one may query the
statistics of signal behavior as a function of height over indi-
vidual positions (realizations) with respect to the power
law. That is, for each realization of particle characteristics and
arrangements, how closely will the signal follow for
some , however different any one may be from that for
the ensemble average? This may furnish better guidance on the
question of whether it is beneficial or not to change antenna el-
evation in any given instance. Over a given realization, we only
expect some close approximation of the for significant
sensor elevations, i.e., when a relatively larger number of parti-
cles is contributing. Therefore, for each realization in the 1000
Monte Carlo simulations, a SLS best fit is determined for the

rule, for cm. The data in the same realization
for all values cm are then compared to those predicted
by the resulting rule. That is, the signal fade over each
realization ( location) is compared to a locally derived
rule, as opposed to one obtained from global ( field) averages.
Fig. 17 shows the statistical behavior of the deviation of signals
from that predicted by the “local” rule. While here a linear
log-log relation does not appear as in Fig. 14, because the fit was
forced for cm, still the overall patterns in the global and
local statistics are similar. Based on the magnitudes in the de-
viations, Fig. 17 is somewhat more encouraging than Fig. 14,
in that the variation from the ideal behavior is somewhat less:
One has more reason to believe that the order of magnitude of
clutter signals will fade as relative to the predominating
local values than to some field average.
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Fig. 17. Average magnitude of deviation of received H from the locally
modeled value H = A=h for different clutter densities.

D. Implementation of Clutter Statistics in Processing: SWLS
Versus SLS

To explore the utility of the above clutter statistics in UXO
discrimination, experiments were performed based on measure-
ments over the clutter layer in Fig. 2. Broadband GEM-3 data
were recorded over a 5 5 grid of positions, with the clutter
items rearranged three times for each grid. Each position was
at least 10 cm from the next nearest (see position marks in the
figure), with an antenna elevation of 10 cm. Mean and standard
deviation were calculated over these samples, for each of the
17 frequencies, for both in-phase and quadrature components
of response (Fig. 18). A target of interest is represented by a
prolate spheroid. We have shown elsewhere that spheroids can
sometimes be used effectively to represent the EMI responses
of more complicated target geometries [21]–[23]. Modeling a
UXO as a prolate spheroid is particularly convenient because
an analytical solution can easily be evaluated, at least for high
permeability materials, even for realistic sensor primary fields.
To match the response of a particular small UXO in either hor-
izontal or nose up position, the spheroid here is assigned minor
semiaxis cm, major semiaxis cm, electrical
conductivity S/m, and relative magnetic perme-
ability [23]. It is situated nose up at depth below
the clutter surface and tilted at 45 relative to vertical. Data for
testing alternative inversion approaches at selected SCR values
is obtained by assuming that the target is located at some chosen

, then superposing the recorded GEM-3 clutter signals at each
, after scaling it to achieve a selected maximum SCR at .

In the first set of test cases, the clutter and antenna are fixed
and we consider the effects of different possible . Using
the synthesized, cluttered observations of the target from all
spatial positions on the clutter measurement grid, the SLS and
SWLS systems invert the data for values of and . No statis-
tical information is used in the SLS processing. In the SWLS
calculations, the (frequency dependent) ensemble value of
is used for at each observation point, and the ensemble

Fig. 18. (Top) Mean and (bottom) standard deviation of measurements over
the clutter in Fig. 2, as functions of frequency.

is subtracted from each value [see (25) and following
discussion]. Here and in what follows and equal 0.5 and
2 cm, respectively. Fig. 19 shows that, when the target is shallow
and the SCR is thus at its minimum, both the SLS and SWLS ap-
proaches do well. Greater target depths decrease the SCR, in the
face of which the SWLS approach produces generally more con-
sistent and more accurate results. Alternatively (Fig. 20), one
may perform the same kind of test but keep the target at a fixed
depth (20 cm from the center of target to clutter layer), while el-
evating the sensor. Here we scale and with according
to the and rules, respectively, where is depth rel-
ative to the initial value. The clutter values themselves are
assumed to scale by . Again, the SWLS approach produces
more accurate and more stable results.

To extend the testing of the SWLS versus SLS approaches
beyond the clutter data provided by the case treated above, fur-
ther Monte Carlo runs were performed with clutter signals gen-
erated analytically by surface assemblages of small spheroids
with assigned, randomized properties, locations, and orienta-
tions. Recently developed analytical solutions for EMI scat-
tering from prolate and oblate spheroids now make this exercise
possible [26]–[30]. Here the 36-cm long spheroidal target was
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Fig. 19. Values of a and b obtained from inversion for different depths of target
below the clutter.

located 40 cm (to center) under the clutter layer and tilted at a
45 angle. was obtained directly from analytical calculation
of scattered fields produced by the clutter particles and target,
for the GEM-3 sensor at different elevations. To generate the
signal clutter, 200 small spheroids ( m, m,

s/m) were distributed on a 2 2 m square
area, with random location and orientation for each spheroid.
One hundred realizations of clutter distribution and orientation
were calculated with several different sensor heights for each
realization. For each realization data were obtained over a 5 5
grid with 10-cm (synthetic) measurement spacing, with both
target and clutter present. Values of and were then inferred
from the cluttered data. For each height, the signal mean value
and standard deviation were calculated for the 100 realizations.

Not surprisingly, the mean values of and from both SLS
and SWLS approaches are accurate, when corresponds to

and a sufficient number of realizations is considered.
However, the plot for standard deviation of and (Fig. 21)
shows that the results from the SWLS approach are more stable
and generally closer to the true value. For both approaches,
raising the sensor reduces the standard deviation. This produces
more accurate values of the parameters but in reality would pro-
duce signal magnitudes too faint to apprehend securely against
other kinds of background noise.

Fig. 20. Performance of SWLS versus SLS for characterizing a fixed
UXO-sized object beneath the clutter in Fig. 2, for different antenna elevations
above the clutter surface.

V. SUMMARY DISCUSSION

The specific strength and spectrum of EMI scattering from
small, widely dispersed clutter items will depend on the par-
ticulars of the items and their distribution. At the same time,
under various mild assumptions, simple power laws work well
in describing the decline of received signal with antenna eleva-
tion. That pattern of decline is different from the sort we ex-
pect from larger discrete objects, i.e., targets of interest such
as UXO. For dense, well-distributed clutter, direct application
of the power laws works quite well. For sparse, heterogeneous
clutter the theory also applies but in a statistical sense, i.e., on
average over the measurement field. For a statistically homoge-
neous field, the deviation between data over an individual loca-
tion and the ideal power laws declines as the sensor is elevated.
Overall, raising the antenna should increase the signal-to-clutter
ratio for all but the shallowest targets beneath a layer of clutter.
Depending on the particulars of the case considered, the SCR
advantage passes through a maximum as the antenna elevation
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Fig. 21. Standard deviation of inferred a and b from 100 random realizations.

increases, and declines for greater elevation. The least advan-
tage is gained under uniform primary fields. Bayesian-inspired
data processing that takes advantage of the clutter statistics, in-
cluding their elevation dependency, appears to be superior to
simple least squares processing in discerning the properties of
larger objects below a layer of clutter.

A few crucial concerns must enter into any treatment of data
that attempts to exploit the results presented here. For sparse
clutter, elevating the sensor causes the clutter signal variance to
decrease as a percentage of the average magnitude of the clutter
signal itself. While this is desirable overall, it can serve to am-
plify the role of weaker signals from higher elevations, when the
variance is used to weight factors in the framework of statistical
processing. Introducing an arbitrary noise floor will limit this,
but leaves the task of selecting an appropriate floor value. The
absolute diminution of signal strength with antenna elevation is
itself a concern. EMI signals from dipole type antennas decline
extremely rapidly with sensor elevation. The elevation at which
signal fades to the level of background clutter and system noise
depends on the specific sensor and the application considered.
Future tests on specific sensors will illuminate this problem.
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